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ABSTRACT 

 

Living shorelines, such as oyster reefs and wetlands, are praised for being ecologically robust 

and recreationally attractive, but their influence on estuarine wave energy is less widely 

understood. Energy dissipation from living shorelines varies depending on the spread, position, 

and individual characteristics of the living shoreline feature. Furthermore, the efficacy of the 

feature in attenuating waves is impacted by the wave environment. In this study, these natural 

features were simulated as bottom friction in the spectral wave model Simulating WAves 

Nearshore (SWAN) in order to broadly explore the effects of these varying parameters. Results 

of the study showed that wave environments with larger wave heights and larger periods 

produced the greatest cumulative energy dissipation and greatest percent wave height reduction. 

The effectiveness of these nature-based frictional features were prominently limited by water 

depth. The context of various wave environments in relation to various frictional feature 

geometries may be useful in designing cost-effective living shorelines. 

 

INTRODUCTION 

 

Shoreline erosion and inshore damage during extreme coastal events relates closely to the wave 

climate interacting with the shoreline. Sanford and Gao concluded that high onshore wave power 

is the dominant predictor for shoreline erosion in the Chesapeake Bay (Sanford and Gao 2018). 

In addition, it is commonly understood that sea level rise further exacerbates shoreline loss (e.g. 

Dean and Dalrymple 2002). In recent decades, nature-based coastal defenses have thus been 

increasingly explored as a cost-effective, potentially self-sustaining complement to traditional 

hardened gray infrastructure (e.g. Borsje 2011, Narayan 2016). Studies show that under certain 

future conditions including gradual sea level rise, natural features such as saltmarsh and oyster 

reefs may even be able to adapt to rising sea levels (e.g. Rodriguez 2014, Solomon 2014, Kirwan 

2016, Best 2018). In this way, they are widely considered a resilient design alternative with both 

ecological and engineering benefits. 

Emergent vegetation such as mangroves most effectively dissipates wave energy (e.g. Quartel 

2007, Bao 2011, Moeller 1996), however near-emergent or intertidal features such as saltmarsh 

grasses and oyster reefs also demonstrate significant attenuating effects on wave energy (e.g. 

Anderson 2011, Augustin 2011). Although wave attenuation decreases as water depths above the 
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dissipative natural feature increase, submerged natural features such as submerged aquatic 

vegetation and coral reefs can in some conditions exert enough drag force to demonstrably 

reduce wave heights (e.g. Anderson 2011, Hardy 1991, Zhu 2017, Osorio 2017). Greater 

vegetation density and longer cross-shore widths of these natural frictional features consistently 

result in greater attenuation (e.g. Anderson 2011). However, although most studies agree that the 

efficacy of nature-based defenses is limited to lower-energy wave environments (e.g. 

Submaranian 2006, Swann 2008), the particular effects of wave height and wave period are less 

conclusive (Anderson 2011). This study attempts to explore the effects of wave environments 

more systematically: wave characteristics are varied against natural frictional features. The 

frictional features are configured both as wide, uniform areal spreads as well as narrower strips 

offset from the shoreline that are more typical of smaller-scale restoration efforts. 

 

METHOD 

 

The effects of wave climate on the efficacy of various types of natural features was explored 

using a third-generation spectral wave model, Simulating WAves Nearshore (SWAN) (Delft 

2017). The basis of the model is the wave action balance equation, and the model is widely used 

in the types of environments simulated in this study, i.e. coastal regions with shallow water. 

Boundary conditions and wind may be used to drive the model, and factors including shoaling, 

refraction, dissipation by bottom friction, white-capping, depth-induced breaking, and non-linear 

wave-wave interactions are accounted for in wave propagation (Booij 1999). 

The simulations represented an idealized coastal region with a straight shoreline and constant 

bathymetric slope, using the simplest default model configurations: this included stationary time, 

2D (i.e. longshore and cross-shore) mode, and water level positioned at the vertical datum. 

Incident wave conditions were specified at the offshore model boundary, where no wave 

generation by wind within the modeling domain was considered. Whitecapping, breaking, and 

friction was turned on while quadruplet wave-wave interactions was turned off. The 

computational grid domain was a 3000 m by 3000 m rectangular grid with 0.5 m cells in the 

cross-shore direction and 300 m cells in the longshore direction. Bathymetry was alongshore-

uniform, with a constant 0.05 cross-shore slope; offshore boundary depth was 150 m. A 

unidirectional (onshore) JONSWAP-shaped wave spectrum was applied at the offshore 

boundary, and the frequency resolution varied as the peak period was varied at the boundary. 

Various wave conditions applied to the model. Based on inspection of preliminary simulations, 

energy dissipation for peak periods less than 5.0 seconds were found to be very low, therefore 

5.0 seconds was set as the lower limit for peak period in subsequent analyses. Similar modeling 

studies for both submerged and emergent natural features also analyze waves with periods up to 

20 seconds (i.e. infragravity waves) (e.g. Tang 2017, Horstman 2014); 20 seconds was likewise 

selected as an upper limit for peak wave period in order to span from deep- to shallow-water 

wave conditions in the parameter study. In the Chesapeake Bay (Delaware, Maryland, and 
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Virginia), typically wave periods are 3 to 4 seconds and significant wave heights are less than 2 

meters (Lin 2002). Peak wave periods selected for this study were 5.0, 10.0, 15.0, and 20.0 

seconds. Small wave period environments, such as those equivalent to boat wakes or wind waves 

with short fetch distances, were effectively excluded. Selected wave heights at the offshore 

boundary of the model were 0.5, 1.0 ,1.5, and 2.0 meters. 

Aside from the wave environment, the friction environment—representing the natural feature—
was the main parameter varied in the simulations. Although SWAN contains a module that 

“explicitly” computes energy dissipation by vegetation, this was not used in order to more 

generally represent a range of natural feature types, including reefs. Aside from this module, 

SWAN contains three “implicit” modes of computing dissipation by bottom friction: JONSWAP 

(Hasselmann et al. 1973), Collins (Collins 1972), and Madsen (Madsen et al. 1988). Only the 

Collins and Madsen formulations have the provision to be varied across the domain in SWAN. 

Therefore, JONSWAP was eliminated as an option. The Madsen formulation can be directly 

transformed into the more familiar Manning’s representation of bottom friction; however, to 

integrate this into SWAN requires manipulation of the source code. Furthermore, this 

Manning’s-Madsen approach has a demonstrated upper limit that prohibits accurate 

representation of highly dissipative features; one study found that this limit occurred at around an 

equivalent Manning’s n of 0.055 (Baron-Hyppolite 2019, Nowacki 2017, Smith 2016). Although 

Baron-Hyppolite and Nowacki may have different conclusions regarding the accuracy of the 

“explicit” formulation versus “implicit” formulations, the Collins formulation in particular has 

been shown by Nowacki to have good spectral performance (Baron-Hyppolite 2019, Nowacki 

2017). For these reasons, the Collins formulation was used in this study. 

For the control cases, the friction coefficient used for the entire domain was the default 0.015, 

representing a sandy bottom (Delft 2017). The variable friction cases had a significantly higher 

Collins bottom friction coefficient: this value was assigned to increasingly wider cross-shore 

widths or increasingly offset narrow strips, in 10-meter increments starting from the shore out to 

300 meters offshore. A depiction of the first three variable friction cases for each of the two 

types of feature configurations is shown in Figure 1. 

Bottom friction is often used as a calibration parameter; therefore, there is ample uncertainty in 

the empirical equivalents of Collins friction coefficients. In this study, a 0.105 Collins coefficient 

was used to represent the natural feature; this is seven times higher than the default Collins 

coefficient for a sandy bottom. In previous studies, 0.006 has been used for a fine silt bottom (Xu 

2013) and up to 0.4 was used to represent submerged aquatic vegetation (Nowacki 2017). In a 

calibration study by Young and Gorman on the Great Australian Bight, the JONSWAP bottom 

friction coefficient in a similar third-generation spectral wave model was two to four times the 

default coefficient for a sandy bottom (Young 1993). Although the linearized JONSWAP 

formulation was decidedly less accurate than the Collins formulation, which has a more 

nonlinear dependence on spectral energy, the order of magnitude for calibration is a useful 

reference (Young 1993). 
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Figure 1: Example of frictional feature configurations up to 30 meters in both the areal width cases (left) and offset 

strip cases (right). The shoreline corresponds to the bottom of the diagram, while light to dark blue shading indicates 

respectively shallower to deeper depths. 

Likewise, Zhu estimated that the bottom friction coefficient for a coral reef flat is an order of 

magnitude greater than that for a sandy bottom (Zhu 2004). Therefore, a Collins coefficient that 

is seven times the default for a sandy bottom was conservatively chosen for the varying friction 

simulations. 

 

RESULTS 

 

Two main variables were explored in the results: 1) change in cumulative energy dissipation due 

to bottom friction and 2) change in wave height. The cumulative energy dissipation due to 

bottom friction over the domain was calculated by ∑ 𝜕𝑥𝑑𝑥X=x0  where 𝜕𝑥 is the energy dissipation 

due to bottom friction at position 𝑥 meters from shore, 𝑋 is the distance at the offshore boundary, 

and 𝑑𝑥 is the computational increment in the cross-shore direction. The change in wave height 

was observed in two different ways. First, the percent change in wave height was calculated by 𝐻𝑐−𝐻𝐻𝑐  where 𝐻is the significant wave height 20 meters offshore (i.e. at 1 m water depth), and 𝐻𝑐 
is the significant wave height of the control (i.e. no frictional feature) case at the same location. 

Secondly, the ratio between wave heights with and without the frictional feature (
𝐻𝐻𝑐) was taken 

and is referred to as relative wave height reduction. 

 

Figure 2 demonstrates the results of two simulations: shown is two different wave environments 

responding to the same frictional feature over the cross-shore profile. It is important to note that 

the surf zone shifts based on the wave environment applied to the experimental conditions, and 
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that the SWAN model does not compute wave runup in the foreshore zone. This has the potential 

to introduce significant error shoreward of the surf zone. 

 

Overall Trends 

Generally, the simulation results showed that both significant wave height and wave period are 

directly related to the change in cumulative energy dissipation due to bottom friction over the 

domain and change in significant wave height (Figure 3). The wave with the largest wave height 

and wave period thus had the greatest percent reduction in wave height: that is, wave heights in 

the frictional case with the largest feature widths were 12% lower than in the control case. 

 

Areal Widths – Representing Feature Spread 

Figure 4 illustrates that greater wave attenuation was observed in cases where the width of the 

frictional feature was only a fraction of the offshore peak wavelength; this is partly due to the 

large wavelengths for the conditions where the greatest wave height reductions were observed. 

Each combination of wave period and height reached a point where additional feature width 

resulted in diminishing additional wave attenuation, and water depth played a significant role in 

these diminishing returns. 

 

 

 

Figure 2: Significant wave heights along a 100 meter transect of a 0.05 uniformly sloped beach for two offshore 

boundary cases: 5 second peak period and 20 second peak period waves, both with a 1.0 m significant wave height. 

The control case (i.e. no frictional feature) is shown alongside an example of a single frictional case (i.e. 50 meter 

areal width). 
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Figure 3: The effect of the offshore boundary wave peak period (𝑯0) and significant wave height (𝑇) are shown for 

two variables: significant wave height and energy dissipation due to bottom friction. The maximum difference 

between the control case (𝐻𝑐  and 𝐸𝑑𝑏,𝑐) and areal frictional cases (𝐻 and 𝐸𝑑𝑏,𝑓) are shown for each 𝐻0 and 𝑇 

combination for a location 20 m offshore (i.e. at 1.0 m depth for a 0.05 sloping beach). The frictional geometries 

(i.e. 0.105 Collins friction coefficient) included range from 10 meters to 300 meters areal width from shore. 

Figure 5 more intuitively demonstrates the clear inverse relationship between wave attenuation 

and depth: even when the change in wave height was adjusted against a single unit of frictional 

feature, attenuation diminished as water depths increased. Therefore, the apparent diminishing 

returns of dissipation versus feature width is attributable not to the width of the feature but rather 

the increasing depths as the frictional feature extended in the offshore direction. 

 

In both Figure 4 and 5, there are several points nearshore where there is zero or negative change 

in wave height. This is partially due to location of the control point, i.e. the control point at 20 m 

from the shoreline did not experience attenuation from a frictional feature at 10 m. In some cases 

(e.g. 15 second period) with larger wave heights, wave heights increased just offshore the edge 

of the frictional feature compared with the control condition. These cases may also be a result of 

the difference in surf zone locations for varying offshore peak periods: as the model does not 

account for run-up, wave heights after the majority of waves have broken may contain more 

error (i.e. longer wavelengths would be most affected at the control point location). 
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Figure 4: Relative significant wave height reduction (
𝐻𝐻𝑐 ), where H denotes wave height with the frictional feature 

present and 𝐻𝑐  denotes wave height in the control case) 20 m offshore (i.e. 1.0 m depth) versus areal feature width 

(𝐿𝑓) relative to deep water wavelength (𝜆). The symbols are scaled by the offshore significant wave height (0.5 m, 

1.0 m, 1.5 m, and 2.0 m). 

 

Offset Strips – Representing Feature Position 

Figure 6 demonstrates relative wave height reductions for offset frictional feature strips as they 

are placed further offshore. 

 

The relationship between water depth and wave height reduction in the offset strip case is shown 

in Figure 7. The trends exhibited here are similar to aforementioned trends: wave environments 

with larger wave periods and larger wave heights experienced the greatest change in wave height 

due to the feature. The offset strip cases demonstrate more clearly the phenomena also observed 

in the areal width cases: that is, the water depth at which the feature strip fails to contribute 

further energy dissipation was deeper for longer wavelengths. 

 

DISCUSSION AND CONCLUSIONS 

Simulation results generally corroborate conclusions made in prior research. Indeed, water depth 

is the dominant controlling factor in the efficacy of a frictional feature. Although experiments in 

the last few decades have focused on lower energy environments, the results of this systematic 

analysis supports the notion that nature-based defenses in higher energy environments may be a 

worthwhile pursuit where longer-period waves are expected. Anderson suggested that the dearth 
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of experiments in higher energy wave environments may be due to questionable durability of the 

natural feature against more extreme events (Anderson 2011). Therefore, the energy dissipation 

afforded by the natural features simulated in this study should not be considered in isolation. 

Indeed, engineered structures such as artificial mangroves, reef balls, and living breakwaters may 

simplify some of these ecological concerns but does not eliminate them. 

 

Further Research 

As mentioned before, one of the most outstanding uncertainties in this study is the Collins 

bottom friction coefficient. The values for which the Collins friction coefficient has been applied 

in previous studies spans almost two orders of magnitude (e.g. Xu 2013, Nowacki 2017): it 

proves to not be subject to the same mathematical constraints as the Madsen-Manning’s 
formulation, but this opportunity has not been fully exploited. That is, there would be great value 

in further studies coupling field or laboratory data to equivalent model simulations. 

 

The author plans to further iterate on this particular parameter study by including variations in 

water depths, feature friction, and bed slope. More advanced modeling might also include 

variations in wind forcing, irregular bathymetry, or wave angle. Indeed, this study is effectively a 

1D horizontal implementation, but the 2D horizontal capabilities of SWAN might be more fully 

employed with more advanced modeling inputs. 

 

 

 

Figure 5: The net change in wave height (𝐻𝑐-𝐻) per meter width of the feature (𝐿𝑓) versus water depth (ℎ𝑓) at the 

furthest extent of the feature. Symbols are scaled by offshore significant wave height. 



 – 9 –   

 

Figure 6: Relative wave height reduction (
𝐻𝐻𝑐) versus offset distance of the 10 m frictional feature from shore (𝐿𝑓) 

relative to deep water wavelength (𝜆). Frictional feature strips are offset every 10 m, starting from shore out to 300 

m offshore. Symbols are scaled by offshore significant wave height. 

 

Figure 7: The net change in wave height (𝐻𝑐-𝐻) per meter width of the feature (𝐿𝑓) versus water depth (ℎ𝑓) at the 

furthest extent of the feature. For example, a 10 m wide offset strip starting from 20 m to 30 m offshore has a ℎ𝑓 of 

1.5 m for a 0.05 uniform bed slope. Symbols are scaled by offshore significant wave height. 
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Applications 

After Hurricane Sandy hit the eastern United States, $787 million was allocated by the 

Department of the Interior for disaster recovery and mitigation (U.S. Department of Interior 

2020). this included funding for restoring and strengthening natural features at the shoreline. 

Systematic studies like these can be used to roughly assess the hydraulic cost-effectiveness of a 

proposed restoration effort. Before investing in expensive detailed analyses, these “back of the 

napkin” valuations can be used in tandem with habitat suitability analyses to determine overall 
project feasibility. 
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