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1 INTRODUCTION 
 
Seismic surface wave testing has become popular 
for geotechnical site characterization (eg. Foti et al. 
2015, Stokoe et al. 2004). These tests are relatively 
fast to perform, cost effective and non-invasive. 
Numerous active surface wave tests have been de-
veloped where an active seismic source is used such 
as a vibrator, sledge hammer or explosive source. 
Active tests include CSW - continuous surface wave 
test (e.g. Matthews et al. 1996), SASW - spectral 
analysis of surface waves (e.g. Stokoe et al. 1994) 
and MASW - multichannel analysis of surface 
waves (e.g. Park et al. 1999). In addition a number 
of passive surface wave techniques have been de-
veloped which uses background vibration as seismic 
source. Passive tests typically target low frequencies 
and therefore allow characterisation of deep layers 
and are often used to complement active surface 
wave tests. Passive tests include SPAC - spatial 
autocorrelation (Aki 1957) which uses regularly 
shaped geophone arrays such as L-shaped, T-shaped, 
circular or triangular and ReMi - Refraction Mi-
crotremors (Louie 2001) which uses linear geophone 
arrays.  

The dispersion data lies central to surface wave 
testing, and it is measured experimentally. Inversion 

of the dispersion data is required to construct a pro-
file of seismic wave velocity with depth. Most ana-
lytical techniques used for inversion of dispersion 
data assume that the energy is propagated by dis-
crete modes, be it the fundamental mode only, or the 
fundamental mode together with other discrete 
higher modes. This is only true for very long geo-
phone arrays placed sufficiently far from the seismic 
source. For typical active surface wave testing this is 
often not the case and mode superposition occurs in 
which case the effective phase velocity is measured. 
The continuous surface wave test has the advantages 
of using a vibrator (Heymann 2013), which allows 
good quality control in the field and a short geo-
phone array. Foti et al. 2015 noted that with a short 
geophone array there is less risk of insufficient sig-
nal to noise ratio, high frequency attenuation and 
spatial aliasing as well as lateral variations of the 
soil properties. However when using a short geo-
phone array it is likely that the effective phase ve-
locity will be measured and not discrete modes as 
often assumed by inversion algorithms. Robust tech-
niques for inversion of effective phase velocity are 
therefore required. 

It is well known that surface wave inversion is 
ill-posed. Various least squares inversion strategies 
have been proposed and additional information can 
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be incorporated to alleviate the ill-posed nature of 
the problem (Rix 2005). Least squares strategies re-
quire the minimisation of the least squares error in 
experimental and modelled response, by changing 
the soil profile characteristics. Alternatively, the 
maximum deviation from the reference response can 
be minimised using a minimum-maximum formula-
tion. 

In this study an alternative approach is consider 
to characterise soil profiles by directly mapping the 
effective phase velocity to the soil properties. A map 
is first constructed by conducting a number of inde-
pendent analyses to compute the effective phase ve-
locity for randomly chosen soil profiles. These runs 
are then used to correlate information between the 
effective phase velocity and soil characteristics to 
obtain a lower dimensional description of the simu-
lated data. Linear regression is applied to the lower 
dimensional description of the effective phase veloc-
ity to the lower dimensional description of the soil 
characteristics. Once the direct mapping has been 
done, the inversion of experimental field data is 
much faster than conventional inversion techniques. 

There are practical benefits for fast direct inverse 
approaches, as opposed to the conventional minimi-
sation approach as statistical quantification of the ill-
posed nature of the problem is computationally effi-
cient. This may be used to create technology that al-
lows the sufficiency of the experimental measure-
ments to be statistically evaluated in real-time in the 
field. 

In this study we conduct a simulated experiment 
to quantify the accuracy, robustness and degree of 
ill-posedness of the problem as well as the suitabil-
ity of a partial least squares regression strategy. 

2 FORMULATION OF THE PROBLEM 
 
Typical geotechnical experiments measure seismic 
surface wave phase velocity at specific frequencies. 
A soil characterisation inverse analysis aims to iden-
tify the soil layer characteristics that match a model 
dispersion curve to the experimentally measured 
data. The construction of the dispersion curve re-
quires the phase velocity - frequency relationship of 
every mode, which requires the roots of the secular 
function to be computed at every experimentally 
measured frequency. 

The dispersion curve is numerically computed by 
finding the roots of the secular function to give the 
dispersion modes. The dispersion curve is then com-
puted as the combined participation of the various 
modes (Rix 2005). To compute the modes, an analy-
sis tool mat_disperse, was used to compute the 
roots of the secular Rayleigh function. The secular 
Rayleigh function S for waves, requires the compu-
tation of roots for a specific wave number k and fre-
quency f.  

The secular function S has the following form: 

    
 fkg

fkE
fkS

,

,det
,   (1) 

where E is a 2 by 2 matrix and g is a scalar function. 
The secular function is a complex function that takes 
real inputs. The complex modulus can be computed 
by computing the magnitude of the complex func-
tion, often referred to as the absolute value of a 
complex number. A Matlab or Octave implementa-
tion of the secular function is freely available (Rix 
2005), and defined in the user defined function 
secular.m. However, computing the roots may 
prove challenging especially for inversely dispersive 
profiles (Wilke et al. 2014). We opted to compute 
the dispersion modes using Dinver (Wathelet et al. 
2004) and mat_disperse to compute the effective 
phase velocity. 

A virtual experiment was conducted in which a 
target soil profile was chosen and the reference soil 
profile computed using the Matlab analysis tool 
mat_disperse. As the root finding can be chal-
lenging and often fails to find all the modes or com-
plete modes, an a priori analyses was conducted to 
give N observations. These observations were used 
to construct radial basis interpolation fields. 

A soil profile typically has four independent un-
knowns namely the shear wave velocity (Vs), com-
pression wave velocity (Vp), density () and thick-
ness (t). In the virtual experiment it was assumed 
that each layer only has two unknowns; shear wave 
velocity, and thickness. The density was assumed to 
be known and the Poisson's ratio, which relates 
compression wave velocity to shear wave velocity, 
was also assumed to be known. The aim of the vir-
tual experiment was to estimate the shear wave ve-
locity profile for three soil layers from the effective 
phase velocity dispersion curve. 

2.1 Partial least squares regression 

Before the partial least squares regression can be 
constructed it is necessary to first use known soil 
characteristics and obtain the effective Rayleigh 
phase velocities. Dinver (Wathelet et al. 2004) was 
used to calculate the first seven discrete modes and 
mat_disperse to compute the effective phase ve-
locity. The shear wave velocities were taken to 
range between 200 m/s and 600 m/s and the soil 
layer thicknesses for the upper two layers were cho-
sen to range between 1 m and 20 m with the third 
layer infinitely thick. A Latin Hypercube was con-
structed for 1000 soil profiles Y. These profiles were 
then analysed in parallel as they are completely in-
dependent, to obtain the effective phase velocity X. 
Dinver was only able to successfully compute the 
dispersion modes for 556 of the 1000 profiles. 
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The partial least squares regression is constructed 
as follows: 

 
1. Both X and Y are normalised as z-scores i.e. the 
data sets have zero mean and is divided by their 
standard deviation. 

 
2. The user chooses the number of latent variables 
(modes) M. 

 
3. Set X1 = X and Y1 = Y. 

 
4. Solve the optimisation problem in which the co-
variance is maximized as follows: 

 

 111 ,max YwXcov
iw

, subject to 11

T

1 ww     (2) 

 
5. Compute T

1112 ptXX   
 

2
T

11min ptX 
p

, with 
11

11
1 wX

wXt        (3) 

 

6. Compute T

1112 ctYY   

 
2

T

11min ctY 
c

,              (4) 

 
7. Repeat steps 4 - 6 using Xk and Yk for k = 2, 3,..M 
 
8. Construct T that consists of tk, W that consists of 
wk, P that consists of pk and C that consists of ck. 
 
9. For linear regression x, the regression coeffi-
cients  = W(TTXW)

-1TTy. 
 
The procedure outlined above is packaged in 

Matlab under the function plsregress. This al-
lows for the efficient and convenient construction of 
inverse maps. 

The only unknown parameter is the number of 
components to use in the partial least squares regres-
sion. 

Computing the mean difference between the de-
sired profile and the simulated profiles ranks the 
data points. We used responses that had the lowest 
difference. The number of points depends on the 
number of components and we used 4 times the 
number of components as the number of points used 
in the partial least squares regression. The reason is 
that partial least squares regression is a linear map 
and therefore not very flexible and by focussing the 
data around the solution a more accurate specialised 
map is obtained as opposed to an inaccurate generic 
map. 

 

3 NUMERICAL EXPERIMENT 
 
The soil profile investigated in the numerical ex-
periment is shown in Table 1, with the Rayleigh 
modes and effective phase velocity depicted in Fig-
ure 1. Dinver was used to compute the fundamen-
tal modes and mat_disperse is used to compute 
the effective phase velocity. 

 
Table 1.  Initial profile parameters. ___________________________ 
Thickness  Vs  Vp Density 
m     m/s m/s kg/m3 ___________________________ 
5     350 600 1800 
10     400 700 1800 
     450 800 1800 ___________________________ 
 

 
 
Figure 1. Rayleigh modes and effective phase velocity for the 
soil profile. 
 

The sampled frequencies were 1; 3; 5; 7; 9; 12; 15; 
18; 22; 26; 30; 34; 38; 42; 46; 50; 55; 60; 65; 70; 80; 
90; 100; 125; 150 Hz. A short geophone array of 
five geophones with spacing 0.75m, typical of con-
tinuous surface wave (CSW) testing, were used with 
the geophones located at 1.5; 2.25; 3; 3.75 and 4.5 
metres from the source to compute the effective 
phase velocity. 

1000 independent simulations were conducted us-
ing Latin Hypercube sampling assuming the shear 
wave velocity to range between 200 m/s and 600 
m/s and the soil layer thicknesses between 1 m and 
20 m. Dinver was able to solve only 556 of the pro-
files. Figure 2 shows every tenth response as well as 
the effective phase velocity we aim to recover as a 
solid line. In addition Figure 3 depicts the variation 
of each variable as a box and whisker plot, with a 
range of one standard deviation and mean of 0.5 to-
gether with the solution we aim to recover. 

Three simulated experiments were conducted:  
1. Recover only shear wave velocity, given the rest 
of the profile.  
2. Recover only thickness, given the rest of the pro-
file. 
3. Recover both shear wave velocity and thickness. 

The aim of experiment 1 was to recover the shear 
wave velocity for each layer. Poisson's ratio is as-
sumed to be known to compute the compression 
wave velocity. The layer thickness as well as the 
density (1800kg/m

3
) was assumed to be known. 
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Figure 2. Response samples generated. 
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Figure 3. Variation of each variable for the generated samples. 
 

Table 2 shows the shear wave velocity recovered 
from experiment 1 and Figure 4 shows the effective 
phase velocities for using 1 to 5 components in the 
partial least squares regression. 

 
 
 
 
Table 2.  Recovered shear wave velocity. __________________________________ 
Components Vs 1   Vs 2   Vs 
     m/s   m/s   m/s ___________________________________ 
1     348.27  416.82  443.48 
2     348.04  403.70  446.88 
3     348.50  404.21  451.10 
4     349.17  403.21  451.51 
5     348.79  403.86  449.82 
Solution   350    400   450 ____________________________________ 

 

 
 
Figure 4. Response from the estimated shear wave velocities. 

For experiment 2 all the soil parameters were as-
sumed to be known except the thickness of layer 1 
and layer 2. Table 3 shows the thickness recovered 
and Figure 5 shows the effective phase velocities. 

 
Table 3.  Recovered thickness. ________________________________ 
Components Thickness 1 Thickness 2 
     m     m ________________________________ 
1     4.81    9.97 
2     4.84    9.92 
3     4.83    10.69 
4     4.83    10.93 
5     4.86    11.10 
Solution   5      10 ________________________________ 
 

 
 
Figure 5. Response from the estimated layer thicknesses. 

 
The aim with virtual experiment 3 was to recover 
the layer thickness for the top two layers and the 
shear wave velocity for all three layers. Poisson's ra-
tio was assumed to be known to compute the com-
pression wave velocity and the density was assumed 
to be known and taken as 1800kg/m

3
. Table 4 shows 

the recovered layer thicknesses and shear wave ve-
locities and Figure 6 show the effective phase ve-
locities using 1 to 5 components in the partial least 
squares regression 

 
Table 4.  Recovered shear wave velocity and thickness. __________________________________________________ 
Comp  Vs 1   Vs 2   Vs   Thick 1 Thick 2 
    m/s   m/s   m/s   m   m __________________________________________________ 
1    350.95  401.62  441.08  5.31  15.92  
2    347.32  389.45  443.60  5.71  10.66  
3    345.48  414.92  446.53  7.40  11.15  
4    344.19  439.04  413.33  4.96  8.04 
5    351.74  445.72  430.57  7.36  13.80  
Solution  350   400   450   5   10  __________________________________________________ 
 

 
 
Figure 6. Response from the estimated shear wave velocities 
and layer thicknesses. 
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4 DISCUSSION 
 
The main advantage to use the direct mapping in-
verse approach is the time required for the inversion 
analysis. Once the map has been constructed, the in-
version analysis to find the ground profile which 
best fits the measured dispersion data, takes about 
17 micro seconds using a 2.4 GHz Intel Core i5 
processor. Using a conventional inversion analysis 
approach typically takes a few minutes using the 
same processor. Such fast inversion analysis may al-
low technology to be developed which allow inver-
sion to be conducted in the field. 

Table 5 shows the results for experiment 1 which 
attempted to recover the shear wave velocities for 
the three layer model. The shear wave velocities re-
covered by the inversion analysis were within ap-
proximately 1% of the true value for all layers if 
more than two components are used for the least 
squares regression. Figure 4 show that the calculated 
effective phase velocities closely matched the true 
effective phase velocity of the ground profile. 

 
Table 5. Error in recovered shear wave velocity. ____________________________________ 
Components  Vs 1   Vs 2   Vs 
      %    %    % ____________________________________ 
1      -0.49   4.21   -1.45 
2      -0.56   0.93   -0.69 
3      -0.43   1.05   0.25 
4      -0.24   0.80   0.34 
5      -0.34   0.97   -0.04 _____________________________________ 

 
The error of the recovered layer thicknesses for vir-
tual experiment 2 are shown in Table 6. The layer 
thickness recovered by the least squares regression 
for layer 1 was within 4% of the true layer thickness, 
but for layer 2 it was 11%. This appears to suggest 
that the accuracy with which layer thickness can be 
determined is less than the accuracy with which 
shear wave velocity can be determined. In addition 
the accuracy appears to be better for shallow layers. 
No advantage is evident for increasing the number 
of components of the least squares regression. 

 
Table 6. Error in recovered layer thickness. _________________________________ 
Components Thickness 1 Thickness 2 
     %     % _________________________________ 
1     -3.66    -0.28 
2     -3.12    -0.73 
3     -3.33    6.97 
4     -3.25    9.30 
5     -2.65    11.03 __________________________________ 

 
Table 7 shows the error when attempting to simulta-
neously recover both shear wave velocity and layer 
thickness. It may be observed that the accuracy is 
worse in both cases compared with attempting to re-
cover only shear wave velocity or layer thickness. 
The accuracy with which the shear wave velocity 

was recovered was 11% as opposed to 1% when the 
layer thicknesses were known. The accuracy with 
which the layer thicknesses were recovery reduced 
to approximately 60% compared with 11% when the 
shear wave velocities were known. Again, no advan-
tage is evident for increasing the number of compo-
nents of the least squares regression. 

Figure 6 shows the effective phase velocities 
when both the layer thickness and wave velocity is 
recovered. It indicates that the scatter of the calcu-
lated wave velocities are significantly more than 
when either the layer thickness is known (Figure 4), 
or shear wave velocity is know (Figure 5). 

 
Table 7.  Error in recovered shear wave velocity and thickness. __________________________________________________ 
Comp Vs 1   Vs 2   Vs   Thick 1  Thick 2 
   %    %    %    %    % __________________________________________________ 
1   0.27   0.41   -1.98   6.27   59.21 
2   -0.76   -2.64   -1.42   14.25   6.65 
3   -1.29   3.73   -0.77   48.10   11.56 
4   -1.66   9.76   -8.15   -0.67   -19.51 
5   0.50   11.43   -4.32   47.26   38.09 __________________________________________________ 

5 CONCLUSIONS 
 
A number of conclusions may be drawn from the in-
version of effective phase velocity seismic surface 
wave data by partial least squares regression. The 
technique applies a direct mapping inverse approach 
and once the map has been constructed the inversion 
analysis to find the ground profile which best fits 
measured dispersion data is significantly faster than 
conventional inversion techniques. 

The results suggest that if a priori information is 
available regarding the thickness of the soil layers 
for a given profile, the shear wave velocity of the 
layers may be computed with a high degree of accu-
racy. However, simultaneous inversion of both layer 
thickness and shear wave velocity reduces the com-
putational accuracy. 

The efficiency with which the inverse analysis 
can be computed using the direct inverse map, will 
allow the variation of the recovered ground profile 
parameters to be quantified statistically.  
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